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Database System

v Disk-Based Database

Ø  Low performance with large capacity 

Ø  Disk fr iendly index structure (e.g. B+tree)

v Memory-Based Database

Ø  High performance with l imited space

Ø  Eff icient in-memory index structure (e.g. Adaptive Radix Tree)

3



In-Memory Index Structure

v Traditional Index (Node based)

Ø  Slow  lookup performance

Ø  High  space overhead

Ø  Efficient  SMOs for insert

v Learned Index (Model based)

Ø  Fast  lookup performance

Ø  Low  space consumption

Ø  Costly retraining for insert
Traditional             Learned 
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C1: Can we burn the candle at both ends?

v Adaptive Radix Tree

Ø  Slow  lookup

Ø  High  memory consumption

Ø  Good  insert performance

v Learned Index

Ø  Fast  lookup

Ø  Low  memory consumption

Ø  Bad  insert performance

+ =

A: Hybrid Learned Index !

Lookup-only (MOPS/s) Insert-only (MOPS/s)

★ALEX+ 136.65 26.33

★LIPP+ 173.54 4.02

★FINEdex 62.91 18.08

★XIndex 70.75 14.60

*ART-OLC 90.80 34.32
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★learned indexes    *traditional indexes 



C2: Limitation of Learned Index

v Prediction Errors in Existing Learned Index

Ø  Write bott leneck
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Ø  Secondary search bott leneck

Secondary searchWrite amplification
FINEdex & XIndex perform poor in lookups.

ALEX+ saturate the memory at 16~32 threads!
Create conflict node: 40.7%  Data shift: 25.2% 



C3: Limitation of ART
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v Complex Issues in ART

Ø  Long traversal length Ø  Block problem

Long length traversal Blocked sibling nodes
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blocked nodes

All subtree nodes traverse common nodes! Insert with lock coupling scheme blocks nodes!  



Our Solution: ALT-index
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v ALT-index Overview

①  Hybrid Construction

Ø  Two layer design

Ø  Conf l ict  dataf low

②  Learned Index Layer

Ø  GPL algor i thm

Ø  Dynamic retraining

③  Optimized ART Layer

Ø  Fast pointer buffer

①

②

③



O1: Hybrid Construction

v Two-layer Design

Ø  Learned Index Layer

ü  Lookup  operat ions

ü  In-place  insert  operat ions

Lookup In-place 
insert

Out-of-place 
insert

Learned 
Index Fast √ Fast √ Slow ×

ART Slow × None × Fast √

Ø  Adaptive Radix Tree Layer

ü  Lookup operat ions after insert

ü  Out-of-place  insert  operat ions

Latency
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O1: Hybrid Construction
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v Conflict Dataflow

Ø  Learned Index Layer Ø  Adaptive Radix Tree Layer 

Learned Index Model
Linear Function

In-place Insert

Conflict Insert

Conflict Insert

Decouple operations to the corresponding layer 



O2 : Learned Index Layer
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v Segment Algorithm

Ø  Old algorithm

ideal

Key

Position

Ø  GPL algorithm

Consider max error Consider every error

ideal real

Key

Positionreal

Point 4 updates slope 

Point 5 lower error 
become bigger 

Only 30% data have prediction conflicts on avg.Over 50% data have prediction conflicts on avg.



O2 : Learned Index Layer
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v Dynamic Retaining

Writeback data from ART Layer

Evict 37, Insert 38 to ART

Evict 55, Insert 47

Evict old model

Writeback 43 to potential slot 



O3 : Optimized ART Layer
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v Fast Pointer Buffer Scheme

Ø  Build fast pointers 

ü Cut down traversal length

Ø  Merge duplicated fast pointers

ü Space eff ic ient

ü Data consistency for ART SMOs

Efficient ART traversal



Evaluation

v Environment

Ø  Hardware

ü  Intel  Xeon Gold 6240@2.60GHz ×  2

ü  186GB DDR4 Memory

Ø  Software

ü  GCC 9.4.0, CMAKE 3.16 with O3 opt imizat ion

ü  4 real-world datasets
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Ø  Competitors

ü  ART [DaMoN ‘16]

ü  ALEX+ [VLDB’22]

ü  LIPP+ [VLDB’22]

ü  FINEdex [VLDB’21]

ü  XIndex [PPoPP’21]



Throughput & Tail Latency
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ALT-index improves the throughput by 1.9-2.3x on average.

Fast pointer

Low tail latency



Robustness
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Memory Overhead Hot Write Short Scan Init Size Skewness

ALT-index performs Good Robustness under different scenarios.



Other Analysis
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Lookup Length Merge Scheme Data Distribution Bulkload Time

ALT-index minimizes the expense of hybrid design. 



Conclusion
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v Traditional Index       Learned Index

Ø  ART has good wri te performance

Ø  Learned Index has good read performance

v ALT-index Design: A Hybrid Learned Index

Ø  Two-layer construct ion 

Ø  Opt imized learned index layer

Ø  Opt imized ART layer

v ALT-index can take full advantage of both Learned Index and ART

Paper
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